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SUMMARY 

This report presents the results of an investigation into the 

thermal conductivity of a Lunar Soil Simulant at pressure levels of 
— 5 5 x 10     torr and below.    Thermal measurements were completed in 

vacuum over the temperature range of 200   K to 425   K.    The Lunar 

Soil Simulant consisted of quarried diabase rock crushed and processed 

to the gradation of a fine sand.    Four distinct combinations of the size 

fractions of this material permitted evaluation of the effect of grain 

size on the measurement of thermal conductivity within the sample 

container.   This experimental data was correlated with data obtained 

by other investigations. 
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LUNAR SOIL SIMULANT STUDY,   PHASE B 

PART II - - THERMAL CONDUCTIVITY 

PART I:   INTRODUCTION 

Background 

1. A study to develop a lunar soil simulant whose physical behavior 
in the earth's gravity field approximates the assumed behavior of a lunar 
soil in the reduced gravity field of the moon was initiated in Fiscal Year 1966. 
The study was divided into three parts.   The first part (Phase A) of the study has 
been completed and was reported on in April 1966 (1)*.   The purpose of this 
Phase A was to develop a material, designated Type A Lunar Soil Simulant, which 
would have certain prescribed properties when placed in an environment varying 
in pressure from one atmosphere to 10 torr.   The lunar simulant was derived 
from unweathered diabase rock crushed and processed so as to fall within the 
gradation band shown in Figure 1.    Other physical properties of the Type A 
Lunar Soil Simulant determined during Phase A include: 

a. Bulk density (free fall state) - 1370-1450 kg/m 
b. Particle specific gravity - 3. 02-3.16 
c. Light reflectivity (albedo)-0. 07-0. 09% 
d. Sinkage under a pressure 3.45N/cm2 - 2. 5-5. 0 cm 
e. Thermal conductivity (k) (in air) 4.19 x 10"3 watts/cm°C. 

2. The thermal conductivity for Phase A was measured in an apparatus 
consisting of coaxial aluminum cylinders.   Heat was introduced from a rod heater, 
placed inside the inner cylinder,  and was dissipated through the air-cooled outer 
cylinder.   Temperature measurements at two different radii determined the radial 
temperature gradient. 

Purpose and Scope 

3. The purpose of this investigation (Phase B, Part 2) was to determine 
the thermal conductivity of the lunar soil simulant at an ambient pressure of 10"5 

*   Parenthetic numbers indicate references. 



torr.   Thermal conductivity was to be measured over the range of 200 K to 
425 K.   The effects of particle size and gradation of the simulant material were 
to be investigated by making comparative measurements on the simulant with its 
specified gradation, on the -100 mesh and +100 mesh fractions, and on a well- 
graded sample of simulant material.   The results reported herein constitute the 
final part of the Phase B study.   The experimental data for the -100 mesh 
gradation fraction was analyzed in detail.   Experimental data from the other three 
gradation fractions was tabulated but not analyzed in detail. 

Approach 

4. The high vacuum facility available at these Laboratories provided 
the required ambience under which the measurement of the thermal conductivity 
of the simulant was completed.   Simulant cooling to the low temperatures stipu- 
lated in the sponsor's work statement required a liquid nitrogen heat sink.   A more 
detailed description of the experimental apparatus appears in paragraphs 10 
through 17. 

5. The primary effort of this study was the measurement of thermal 
conductivity in one selected fraction prepared from the Type A Lunar Soil Simulant. 
The design of the experimental apparatus chosen for the thermal measurements 
used the line heat source principle.   The line heat source method measures the 
temperature rise at a point caused by controlled heat input into a small heating 
wire.   This method is ideally suited to fine grained sands or powders because the 
wires comprising the heart of the apparatus are of comparable size to the surround- 
ing particles.   The apparatus is also suitable for use in a vacuum environment 
because it is simple to construct and requires a small sample volume.    The small 
volume is advantageous because the small quantities of material (1) allow changes 
in sample temperature to be made in a reasonable time and (2) reduce the time 
required to outgas the sample material. 



PART II:   EQUIPMENT AND TEST APPARATUS 

High Vacuum Facility 

6. The high vacuum facility (Plate 1) consists of three major 
components:   forepump, diffusion pump, and working chamber.   The mechanical 
forepump, rated at 7.1 liters per second, (15 cfm), provides initial or rough 
pumping down to a pressure of about 10~2 torr.   At this pressure, a pneumat- 
ically-operated gate valve is opened to permit the diffusion pump to operate in its 
most efficient environment.   The 15-cm (6-in) oil diffusion pump with a nominal 
pumping speed of 1440 liters per second (3050 cfm) will attain pressures into 
the 10~6 torr range with the experimental apparatus in place.   A water- cooled 
chevron baffle installed at the throat of the system reduced backstreaming of 
diffusion pump oil into the working chamber.   The working chamber consists of 
a 46-cm (18-in) stainless steel feed through collar surmounted by a 46-cm (18-in) 
diameter by 46-cm (18-in) high pyrex bell jar.   A butyl rubber gasket provides 
the principle bell jar seal.   The heat sink required by the condition of test 
consists of an aluminum reservoir supplied with liquid nitrogen by means of a 
dual line cryogenic feedthrough (Figure 5). 

Pressure Measurements 

7. Three gauges measured the pressure in the system: 

a. The thermocouple gauge placed in the roughing line provided 
readings in the roughing range and indicated when the diffusion pump could be 
placed into the system. 

b. A cold cathode ionization gauge provided pressure measurement 
capability down to the mid 10-7 torr range.   Mounting the gauge in the throat 
section between the working chamber and the chevron baffle resulted in pressure 
readings somewhat lower than the actual pressure in the working area. 

c. An NRC Alphatron gauge, mounted on the feedthrough collar, 
provided readings of pressure in the working chamber from atmosphere down to 
the mid 10~4 torr range.   It was used to monitor the chamber pressure for test 
runs below -40 C. 



Description of Simulant Test Material 

8. The Type A Lunar Soil Simulant created during Phase A of this 
study provided the material for the preparation of four test specimens of 
differing gradations.   Figure 2 presents the gradation curves for each of the 
separated fractions.   An analytical sieving device separated each test specimen 
in a nest of sieves to provide the data needed to plot each grain size distribution 
curve.   The gradation fractions selected were intended to provide a wide range 
of grain size distributions so as to evaluate the effect of the larger particles on 
the measurement of thermal conductivity.    The designation and description of the 
four fractions are: 

a. Type A:   the Lunar Soil Simulant prepared in the first part 
(Phase A) of the study. 

b. Type A-l:   that portion of the Type A simulant passing the 
No. 100 sieve. 

c. Type A-2:   that portion of the Type A simulant with 80% retained 
on the No.  140 sieve. 

d. Type A-3:   that portion of the Type A simulant proportioned so 
as to fall within the allowable limits of fine concrete aggregate (ASTM specification 
No.  C 33-66). 

Photomicrographs 

9. The photomicrographs presented on Plate 2 show the angular shape 
of some individual grains of the Type A-l fraction.   The photographs were selected 
from a series taken with a 35 mm Kodak Retina S camera mounted directly to a 
Bausch and Lomb microscope.   The nominal magnifying power of combined 
objective and oculars was 20 x and 40 x, respectively.   The small scale divisions 
in each photograph are 0.01 mm or 10 microns apart.    Dual illumination permitted 
simultaneous recording of the back lighted scale and oblique lighted simulant grains. 

Test Set Up for Measurement of Thermal 
Conductivity of Materials 

10.        Figure 3 shows the overall dimensions of the test container as well as 
a detail of the end plates.   Aluminum was used throughout except for the steel set 



screws, and pins, and the teflon thermal isolation insert.   The thermal 
isolation inserts were machined to a stepped configuration from teflon and press 
fitted into holes drilled in the center of the end plates.   The set screws forced 
the plates to slide on the aligning pins thus applying axial motion to straighten the 
embedded wires for initial alignment. 

11. Mounting the three wires in the test container required great care. 
Each wire was fed through small tubes pressed into guide holes drilled in the 
teflon inserts.   A bead of solder larger than the guide holes provided the reaction 
for tightening the wires.   When the wires were in place, one of the jacking plates 
was backed off until the wires appeared taut under approximately equal tension. 
The lead wires were soldered to an amphenol connector which slipped over the pins 
of an eight wire electrical feed through mounted in the vacuum system collar. 
After unplugging the connector, the test container was removed from the working 
chamber and set on a table.   The simulant material was then carefully spooned 
into the container and the top surface was leveled by screeding. 

12. The line heat source apparatus consisted of three small wires arrayed 
horizontally along the length of a rectangular box in which the material was placed 
at a preselected density.   The wires were positioned in the box through guide holes 
set at the center of the ends.    Figure 4 shows the spatial relationship of the three 
wires in the box.   The central wire of the set was the constantan heater wire.   The 
wires on either side were copper or constantan leading to the thermocouple junctions. 
Each wire was nominally 0. 003 inches (7. 62 x 10"3cm) in diameter.    The thermo- 
couple junction consisted of a disc 0. 003 inches (7. 62 x 10-3cm) thick by approx- 
imately 0. 035 inches (8. 89 x 10~2cm) in diameter.   The thermocouples were 
installed approximately 0.10 inches (0. 254 cm) on either side of the heater wire. 
A more complete treatment of the assumptions inherent in the apparatus and the 
potential errors in the apparatus are presented in Appendix A. 

13. Heat was generated in the apparatus by impressing constant voltage 
across the heater wire from a d. c. power supply.   A Leeds and Northrup millivolt 
potentiometer attached to the lead wires of each thermocouple measured the 
absolute temperature at each junction.   The test schedule called for readings every 
five minutes over the duration of the test run.   The thermocouples were read 
separately within 15 seconds of each time unit. 

Heat Sink 

14.        In order to reduce the temperature of the test samples, it was necessary 
to use a liquid nitrogen heat sink.   The heat sink apparatus consisted of a vacuum- 



tight reservoir into which liquid nitrogen could be fed.   The reservoir consisted 
of an extruded aluminum rectangular tube closed at the ends with heliarc welded 
aluminum plates (Figure 5).   Two short lengths of l/4-inch (0. 635-cm) diameter 
aluminum tubing were heliarc welded to one of the plates.   Additional tubing 
coupled to the short lengths, extended to a stainless steel dual line cryogenic 
feedthrough installed on the feedthrough collar.   Torr Seal, a low vapor pressure 
epoxy system, was applied to the weldments to eliminate real gas leaks.   Liquid 
nitrogen from a supply dewar entered the apparatus through a braided copper 
transfer line coupled to one of the lines of the cryogenic feedthrough.   The liquid 
nitrogen then flowed to the reservoir where it formed a pool with a depth of 
about 20 mm.   Excess liquid or gaseous nitrogen escaped to atmosphere through 
the other line. 

15. Because the thermal conductivity of the evacuated simulant was very 
low, the length of time required to lower the temperature of a test sample to the 
extreme low temperatures required by the investigation could be very long.   It 
was found that the time required to cool could be significantly reduced by introducing 
convective transfer of heat as well as grain to grain conduction.   The convective 
process was introduced after the chamber had been pumped down and after liquid 
nitrogen had been introduced into the reservoir.   At this point, the working chamber 
was isolated by closing the pneumatic valve, and dry nitrogen was bled into the 
chamber.   The nitrogen, cooled by the reservoir, permeated the sample and allowed 
convection to occur.   A soaking period of an hour in the nitrogen atmosphere 
provided ample opportunity for the temperature in the simulant to reduce to the 
order of 125 K. 

16. Because the test container rested directly on the top surface of the 
heat sink reservoir, heat transfer - even with the convention capability of soaking 
at roughing pressure - was not wholly satisfactory.   Heat transferred from simulant 
to reservoir primarily through the walls of the test container.   The possibility 
existed then   that as the aluminum boundaries around the sample were cooled, the 
very low thermal conductivity of the simulant would result in significant temper- 
ature gradients within the sample.   A series of temperature probe measurements 
revealed the extent of this gradient for very low temperatures.   These measure- 
ments showed a relatively linear temperature distribution in the sample.   A typical 
set of temperature readings are shown by Figure 6. 

17. A basic assumption of the line heat source equation used in data 
analysis is that the observed temperature rise emanates from a constant environ- 
ment.    Paragraphs 68 through 75 of Appendix A show that a constant environment 
need not imply a uniform temperature field.    The analysis of initial temperature 
distribution in the Appendix shows that computations of thermal conductivity are 
not affected by an initial linear temperature distribution. 



Simulant Preheating 

18.        Simulant preheating was shown to be beneficial in the initial part 
of the Phase B study.   A report (2) showed that if the simulant were heated to 
temperatures above 423 K for a period of at least 24 hours, evacuation of the 
material was rapid and no geysering occurred.   A single filling of the test 
container with heated material sufficed to give an indication of variation of thermal 
conductivity over the complete range of temperatures.   The initial placement 
conditions were duplicated for additional tests. 

Simulant Handling 

19. After unplugging the amphenol connector, the test container was 
removed from the working chamber and set on a table.     The heated material was 
then carefully spooned into the container so as to avoid displacement of the three 
wires.    Careful screeding of the top surface insured that each test was completed 
with the same volume of material.   The densities achieved for each gradation 
fraction were: 

3 
Gradation Fraction Density (kg/m ) 

Type A 1450 
Type A-l 1350 
Type A-2 1540 
Type A-3 1525 

20. Hot air driven from a heat gun raised the temperature of the test 
container to approximately the simulant temperature before placement of the 
simulant.   Transfer of the hot container into the working chamber was completed 
as quickly as possible after the sample had been screeded.   Although pumping 
started with a minimum of delay, some heat loss did occur.    This amounted to 
between 15 and 25 C depending upon gradation fraction and handling time. 

21. Some vibration during a test was unavoidable.    The primary source 
of vibration lay in the process of cooling.   The transfer of liquid nitrogen to the 
heat sink reservoir included an initial violent gaseous phase as well as the more 
quiescent pool phase during which heat flowed from the sample.   The initial phase 
flexed the aluminum tubes cantilevered into the working chamber from the 
cryogenic feedthrough (Figure 5).   This random flexing shook both the reservoir 
and test container, thus inducing some densification to the sample.   The increase 
in density, however, is not as significant to thermal conductivity measurements 
as the altered conduction path created by the rearrangement of the simulant grains. 



PART III:   TEST PROCEDURE 

22. The first stage of the test procedure was identical for each 
gradation fraction and consisted of material preheating, placement in test 
container, and evacuation in the vacuum chamber.   With the exception of the 
test runs at very low initial temperature, the pressure level reached at the start 
of each thermal test was on the order of 5 x 10"5 torr.   The tests performed to 
define thermal properties at temperatures below about 230°K required special 
handling as described in paragraph 24. 

23. The second stage of testing occurred after the creation of the vacuum 
environment and after establishing a stable temperature in the material.   This 
stage consisted of impressing three volts across the heater wire and monitoring 
the temperature at the two thermocouple stations.   Thermocouple readings to the 
nearest half degree Celsius continued at five-minute intervals for the 90-minute 
duration of the test.   Subsequent test runs were made after significant reduction 
in simulant temperature.   Test runs on material below room temperature required 
liquid nitrogen cooling but followed the same basic procedure. 

24. In order to determine thermal conductivity for the very low temperatures 
(200°K to 235°K), it was necessary to reduce the temperature in the simulant to 
about 150°K.   This was done by the soaking technique described in paragraph 15. 
It was not practical to impress three volts across the heater wire because the re- 
sulting temperature rise was rapid (on the order of 50 C during the initial five- 
minute observation period) and the shape of the temperature-time curve was too 
uncertain for analysis.   Reducing the impressed voltage to 1. 5 to 2 volts resulted 
in a slower rate of rise and thus permitted a more reliable analysis. 

Data Analysis 

25. When a line source of heat generates into an infinite volume of 
material, the resulting temperature field is cylindrical.   The temperature rise 
at any point in the material is a function of the heat input, the distance to the 
source and the thermal properties of the material (3). 

These quantities are related by: 

4 7rk l4 a t ' 



where: 

T = the temperature ( Kelvin) « 

q = heat flux per unit length (cal/cm sec) 

o 
k = coefficient of thermal conductivity (cal/cm sec   C) 

r = radial distance from line heat source (cm) 

. o 
a= thermal diffusivity (k/Pc)    of the media (cal cc/g cm sec C) 

p= density of the media (g/cc) 

c = specific heat of the media (cal/gm C) 

Ei(x)   = exponential integral of x, /x       —£  ax 

2 (3) 
26.        If the quantity (      r*.      )   is less than an arbitrary value of 0. 03v ', 

4 a t 
the following approximation of Equation  (1)    holds: 

T - 
47rk 

2 
0. 5772   + Ln  j^ 

(2) 

For the experiments considered in this report, typical values of the parameters 
comprising the quantity (        r ) were: 

4 a t 

r =  0. 2 cm 

k =  7. 5 x 10"6   cal/cm sec   C 

p =  1. 5 gm/cc 

c =  0.2 (cal/gm   C) 

2 , 
For the geometry of the line heat source apparatus, the quantity (r /4 a t) will be 
less than 0. 03 only for times greater than about 180 minutes.   Therefore, the 
approximation presented in Equation ( 2)      could not be applied within an economical 
time frame. 



27. Two analytical approaches were examined for reducing the ex- 
perimental data.   Both methods were derived from Equation     1    and used 
the experimental temperature vs. time plot (Figure 7).   The first approach 
applied a curve fitting procedure to the experimental curve and found the slope 
of each curve over a 15-minute time interval defined by the temperature range of 
interest.    (This technique is explained in detail in Appendix B.)   Although 
mathematically precise, the method was found to be impractical for this work 
because of the involved nature of the calculations.   The experimental points de- 
scribed a curve too close to linear for effective fit with a parabola. 

28. The method of choice was the curve-matching technique discussed by 
Wechsler and Simon (4).    Equation     1    Indicates that the temperature rise at any 
point in the sample is a function of the heat flux, the thermal conductivity and a 
generalized function Ei (X).    For convenience, this function may be written in the 
form -Ei ( -l/X), where X is equal to the quantity (4 7rt/r ).   A plot of logarithm 
temperature rise versus logarithm time from the experimental data  should have 
the same shape as the curve described by plotting logarithm -Ei (-l/X) versus 
logarithm X (Figure 8 illustrates the technique for a typical set of experimental 
data points.)   To find the conductivity,  it is necessary to move the curve Ln 
versus In t parallel with the axes until the experimental curve matches the curve 
of Ln    Ei (-1/X) versus LnX at a value of -Ei (-l/X) equal to unity.    The 
temperature, T*,  associated with the match, is then entered into the equation: 

k=  q/47r T* (3) 

The thermal conductivity,  k, is therefore uniquely described by the experimental 
curve. 

10 



PART IV:   ERROR ANALYSIS 

Potential Sources of Experimental Error 

29.        The mathematical model, used in the analysis of test results, 
requires certain assumptions about the experimentation which are only partially 
satisfied.   These assumptions fall into three categories: 

a. the state of the sample 
b. the effect of the boundaries of the container 
c. the heat flow to the sample from the line heat source device. 

The degree to which these assumptions differed from reality define the error to 
be anticipated. 

Assumptions as to the State of the Sample 

30.        The first category implies a sample that is a continuum, i. e., 
absolutely continuous and homogeneous throughout.   This assumption cannot be 
satisfied by a particulate.mass consisting of discrete particles.   Carefully con- 
trolled placement in the container and restricted range in particle size resulted, 
however, in a reasonable approximation to a continuum.   The second assumption 
of this category states that a constant environment exists during test, i. e., the 
thermal properties are independent of temperature, temperature gradient, and time. 

Assumptions due to Boundary Conditions 

31.        The second category describes the potential effect of the aluminum 
container on the temperature distribution within the test sample.   The basic 
assumption is that the boundaries of the container are sufficiently remote from the 
line heat source device that any thermal gradient set up at the interface of container 
and simulant will have a negligible effect on the heat transfer between the heater 
wire and the thermocouples during the measurement period. (Paragraphs 68 through 
75 of Appendix A discuss this assumption in detail.) 

11 



Assumptions Required by the Line Heat Source Apparatus 

32.        The final category includes seven assumptions required by the line 
heat source device itself. 

a. The ratio of the heater wire radius to its length is small enough 
to be considered infinitesimal in establishing the temperature distribution 
during test. 

b. The flow of heat from the heater wire is normal to the axis of 
the heater and the effect of any non-uniformity of heat output along the wire is 
negligible. 

c. The heat capacity of the heater wire is sufficiently low that the 
portion of output power used to raise the temperature of the wire is negligible. 

d. The length of the heater wire buried in the simulant is long 
enough to be considered infinite. 

e. Any axial heat loss due to conduction along the heater or thermo- 
couple wire does not affect the temperature distribution during testing. 

_f.        Whatever temperature distribution exists at the start of a test 
run is linear. 

g_.       The responses of the thermocouples are independent of the orienta- 
tion of the thermocouple junction. 

Analysis of Potential Error due to the Assumptions 
Required in the Experimental Apparatus 

33.        Each of the assumptions listed above must be critically examined to 
assess the effectiveness of the testing program.   The assumptions noted in 
paragraph 30 are difficult to evaluate analytically, because of the presence of 
vibration during test (see paragraph 21).    For any given arrangement of particles, 
the heat path from heater to thermocouple junction should be constant.   The path 
may be circuitous, but so long as the relative positions of the grains are unchanged, 
the temperature rise at a point in the mass should be repeatable.   But the vibration 
that was present caused an indeterminable amount of particle rearrangement and 
therefore changed the initial heat path.   This effect would be least noticeable for the 
restricted range of small particles comprising the Type Al gradation fraction. 
Because the vibration was primarily due to the introduction of liquid nitrogen, 
experimental scatter should be more pronounced for the lower temperature runs. 

12 



34. The second assumption of paragraph 29 (that the thermal properties 
are independent of temperature) presents a logical problem that is beyond the 
scope of existing theory.   The results of this study show that thermal conductivity 
is dependent on temperature.   The analysis of results based on the assumption 
of independence of temperature therefore force an additional assumption; that the 
thermal conductivity remains essentially constant over the temperature range 
chosen for each computation. 

35. A detailed analysis of the assumption presented in paragraph 31 
appears in Appendix A.   The very important conclusion of this analysis is that an 
initial linear temperature distribution in the test material will have no effect on 
the computation of the thermal conductivity. 

36. The first four assumptions of paragraph 32 are satisfied by the geometry 
of the test device.   The relative error due to axial heat loss, however, may be as 
high as +3%.   The assumption of a linear temperature distribution prior to test 
appears reasonable based on the temperature probe tests discussed in paragraph 16. 
The final assumption that the orientation of the thermocouple junction had no effect 
on the thermocouple readings cannot be evaluated.   The orientation of the thermo- 
couple junction disc (see paragraph 12) could not be ascertained after the junction was 
covered with test material.   The error due to disc orientation is estimated to be less 
than    + 2%.    The total estimated error due to the line heat source apparatus should 
be less than + 5%. 

Analysis of Error due to Computational Methods 

37.        The errors inherent in the curve fitting technique are discussed in 
Appendix B.   The conclusions reached are: 

1. The approximating curve based on the experimental data may be 
considered as a smooth curve exactly representing the experimental data. 

2. The accuracy of curve fitting is within the time accuracy of 
recording observations. 

3. The error associated with finding the slope of the fit rather than 
the exact curve is on the order of + 4%. 

4. The error in computing the thermal conductivity,  k, is greatly 
magnified if the time interval over which computations are made is too small. 
(See paragraph 84 of Appendix B).   A time interval of 15 minutes was found to be 
optimum considering the implied temperature range of 30 C or less.    Because k 
varies with temperature, the choice of a longer time interval could not be justified. 
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38.        The curve fitting technique presented problems in application 
that precluded its use.   The curve shown in Figure 9 is virtually linear over 
the 15 minute interval where the curves coincide.   Calculation of the coefficients 
of the parabola required to fit so linear a curve required a keyboard capacity 
beyond that available to the laboratories.   It was therefore decided to adopt a curve 
matching technique whereby the experimental curves could be moved until a match 
with a standard curve could be obtained.   The accuracy of matching depends upon 
the judgment of the analyst and cannot be rigorously defined.   However, the estimated 
error in data analysis should be less than + 5%. 

Analysis of Error due to Instrumentation 

39.        The instrumentation was checked for both calibration and repeat- 
ability.   The measuring instruments were determined to be accurate in the ranges 
used to within reading limitations.   The most serious possibility of error of this 
kind lay in the measurement of power input to the heater wire.   Since this enters 
linearly into the computation of thermal conductivity, the percent error it contributes 
to the thermal conductivity would be the same as that in the power measurement 
itself.   This was determined to be less than + 4%, and the total error due to in- 
strumentation alone was estimated to be less than + 5%. 

Summary of Error Analysis 

40.        The error analysis completed for this report examined four major areas: 

1. Possible errors due to the assumptions required by the test 
apparatus. 

2. Errors associated with the test boundary conditions. 

3. Errors due to data analysis techniques. 

4. Errors due to instrumentation. 

The error associated with the test boundary condition is believed negligible.    The 
estimated error in each of the remaining three areas should be less than + 5%. 
The combined potential error in measured thermal conductivity should therefore 
be less than + 15%. 

14 



PART V:  RESULTS 

Presentation 

41. The results of the thermal conductivity measurements are summarized 
in Tables 1 through 4.     The tables present the results of all tests and are grouped 
according to gradation fraction.   Figure 7 is a typical plot of experimental data. 
Because the Type A-1 material was most uniform in grain size, it was selected for 
detailed analysis. 

42. Table V summarizes the results of calculations for three models chosen 
to provide a basis for fitting the data points of the Type A-l material.   Also shown 
are the results of similar studies on basalt powder as reported by Wechsler and 
Simon.   The table presents the solid conduction and radiative contributions for each 
material over the temperature range 200°K to 400 K.   The bulk density and particle 
size ranges are also indicated. 

43. Figure 10 is a plot of effective thermal conductivity versus temperature 
for five basalt powders. The two curves indicated by dashes were reproduced from 
the Wechsler and Simon report.   The solid curve represents the fit obtained in 
this work.   Figure 11 repeats the data points for the Type A-l material but indicates 
the experimental confidence by the error bars corresponding to the estimated + 18% 
root mean square deviation around the fit curve.   It should be noted that the anticipated 
experimental error (+ 15%) falls within the error bars indicating the magnitude of 
scatter attributable to the experiment. 

Discussion 

44. The flow of heat through a granular material includes three processes of 
heat transfer:   (a) solid conduction from particle to particle, (b) gas conduction in 
the void spaces of the material and (c) radiation across the void spaces or through 
the particles (5).   Because the tests were conducted at pressures below 5 x 10"5 

torr, the contribution of gas conduction to the total heat transfer mechanism was 
assumed to be negligible. 

45. Solid conduction of heat in a granular material occurs through the 
particles and across the areas of contact of adjacent particles.   The effective con- 
ductivity is strongly influenced by the interaction of the grain surfaces in the vicinity 
of the contact points.   The flow of heat describes a circuitous  path around the voids 
in the material and will be affected by any change in particle orientation due to 
change in density. 
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46.        Radiation transfer in the simulant may include the following 
processes:   reflection from a particle surface, transmission through solid 
or void space, or absorption by the solid particle together with subsequent re- 
radiation.   In general, that portion of the total conductivity traceable to radiation 
varies as the cube of the mean temperature, emissivity properties of the material 
and geometrical factors. 

Experimental Data Analysis 

47. Plots of temperature versus time were prepared for each gradation 
fraction of the simulant material.   The curve matching technique (paragraph 28) 
was applied to each test run and the resulting thermal conductivity values summarized 
in Tables 1 through 4.      Tables 1, 3 and 4   were not analyzed further because the 
point scatter indicated experimental uncertainty and a variation that is too erratic 
to extract a conclusion.   The apparently random variation in thermal conductivity 
for these three gradation fractions was due to the presence of relatively large 
particles in the test specimen and to the vibration to the test container which occurred 
as the specimen was cooled.    The large grains violate the assumptions of material 
uniformity and homogeneity implicit in the experimental method (see paragraph 30). 
Since a significant percentage of the larger particles approach in dimension the 
distance between heater and thermocouple wires, a strong possibility exists that in 
some cases a large particle could form a solid bridge between heater wire and 
thermocouple junction.   It is also possible that several large grains could pack in 
such a way as to form a void around a junction thus decreasing the efficiency of heat 
transfer from tested material to thermocouple.   The problems of bridging and void 
formation would tend to be much greater for larger size particles than for grains 
whose maximum dimensions were small compared to the separation between heater 
and thermocouple wires.    Finally, the vibration present during the cool-down 
process would aggravate the situation because vibration induced motion to the 
larger particles would change the heat transfer path to a much greater extent than 
would occur in a test specimen consisting of particles of uniform size. 

48. Of all the gradation fractions tested, the Type A-l lunar soil simulant 
material most nearly approached the uniformity and homogeneity required by 
assumption, and was least affected by vibration.    Figure 2 shows that approximately 
90% of the grains fell within the particle size range 40-149 microns.   The results 
of the thermal conductivity measurements for this material are shown in Table II. 
The tabulated results indicate that the effective thermal conductivity decreases as 
the temperature decreases.   The consistency of the decrease as well as the overall 
magnitude of the change indicates that the change is a real effect and not due to 
errors introduced by experimental procedures or computations. 
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49.        Figure 10 is a plot of effective thermal conductivity versus 
temperature for the Type A-l material together with the results of other in- 
vestigators.   The curve through the experimental data points was fit by the 
least squares method.   In order to determine the form of the curve to which 
to fit the experimental data, it was necessary to consider the contributions of solid 
conduction and radiation to the effective thermal conductivity of the material.   The 
relative importance of each can be determined by the effect of temperature on the 
thermal conductivity.   The solid conduction contribution in a powder is a function 
of the particle size, density, applied load, and other factors as well as the thermal 
conductivity of the solid.   The solid conduction contribution, however, is directly 
proportional to the bulk solid conductivity, which varies with temperature.   In 
glasses, the solid conductivity k   generally has one of the following forms: 

s 

or 
k        =        constant   =   B' 

s 

k        = B' + CT 
s 

In crystalline materials, the conductivity over the temperature range under 
consideration may have the form: 

k B'    =   D'/T 
s 

50. Thus, the solid conduction factor k   may have any one of the forms: 

k        =        F, B'  = B c 1 

k        = F1(B, + C'T) = B + CT 
c l 

k = F, (B' + D'/T) = B + D/T 
c l 

where F   may be considered the constant of proportionality and B, C and D 
are constants.    F   is a function of particle size, density, applied loading, etc., 
but is independent of temperature and of the thermal conductivity of the solid. 

51. The radiation contribution k   to the thermal conductivity is assumed 
to have the form: 

k        =        AT3 

r 

52.     In fitting the curve to the experimental data, three theoretical 
models were considered, each being representative of the data for appropriate 
choices of the coefficients.   The coefficients were determined by the least squares 
technique.   The models considered were: 
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Model I: k = B + AT 
= B + CT + AT 
= B + D/T + AT 

Model II: k 
Model in: k 

(1) 
(2) 
(3) 

The coefficient of the radiation term A, and the coefficient B should both be 
positive indicating an increase in thermal conductivity with temperature.    On 
the other hand, the coefficients C and D may be either positive or negative 
depending on the properties of the material.    Positive values of C indicate a 
conductivity increase with temperature.    Positive values of D indicate a flattening 
of the conductivity-temperature curve. 

53. Models I and II represent a powdered glassy material with little or no 
temperature coefficient of conductivity.   Model III should be more representative 
of a powder prepared from a crystalline material.   The least squares technique 
was applied to each of these equations and the values of the coefficients and the root 
mean square deviations were calculated.   The results of these calculations are: 

RMS 
Model Equation of Fit Deviation (%) 

I k        =     1. 77 x 10"5 + 0.3304 x 1Ö12T3 18 
e 

II k 0. 98 xl0"4 - 4.69 xlO~7T +2.48 xlO_12T3 17 
e 

III k =     17. 8 x 10"    -16. 5 x 10" /T + 0. 329 x 10"    T 18 
e 

54. In order to evaluate which of the three models best fit the diabase 
material, the effective conductivity k   was separated into the radiative con- 
tribution (represented by the cubic term) and the solid conduction term.   Inspection 
of the results summarized in Table V indicate that the coefficients obtained for 
Model II are unreasonable.    Over the temperature range 200 K to 400 K, the co- 
efficients obtained for Models I and III are reasonable and,  in fact, virtually 
identical.   Model III was chosen because it represents a powder prepared from a 
crystalline rather than a glassy material and should more nearly approximate the 
Type A-l material. 

55. When comparing the results of this work to that of other investigators 
(see Figure 10), it is immediately apparent that the results for the Type A-l 
diabase are somewhat higher than the values reported previously.   It should be .noted 
that the figure indicates basalts of widely differing composition, particle size and 
density.    Of all the materials reported, the results of Wechsler and Glaser (6) most 
nearly approximate the Type A-l material in terms of particle size range and 
density.    These results lie within the 18% error band of the Type A-l data. 
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56. The two basalts indicated on Figure 10 by the dashed lines (Wechsler 
and Simon) are more restricted in grain size and of somewhat greater bulk density. 
Nevertheless, the shape of the curve fit to the Type A-l data is very similar 
except at the higher temperatures. 

57. In analyzing these high values, it is necessary to refer to Table V and 
consider the final three entries.   Each material shows a trend of increasing 
effective conductivity with temperature.   The radiative contribution appears to 
increase as the particle size increases.   The solid conduction contribution of the 
Type A-l material (Model ni) does not follow the trend of decreasing conductivity 
with increasing particle size.   It should be noted that the Type A-l material 
embraces a much wider range of particle sizes than do the materials of Wechsler 
and Simon.   The gradation curve for the Type A-l material (Figure 2) indicates 
that about 58% of the sample falls between 74 and 149 microns.   Approximately 
10% of the material is 40 microns or less in greatest dimension.   Because these 
finer particles tend to nestle among the voids between coarser particles, it is 
reasonable to assume that more contact points and paths are effective in conducting 
heat than would occur between particles of nearly identical dimensions.   This 
supposition is supported by the generally high results indicated by Wechsler and 
Glaser.   The tendency would be especially evident for the angular particle shape 
developed in the Type A-l material during processing (see paragraph 9). 

58. Other factors which may help to account for the reported discrepancies 
include the type of basalt, the processing procedure, the vibration induced densification 
and the method of preliminary specimen handling. 

59. It may be inferred from this discussion that the effective thermal con- 
ductivity of the Type A material will not differ significantly from that reported for 
the Type A-l.   However, some increase in the solid conduction term should be 
expected because of the wider range of particle size. 
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PART VI:   CONCLUSIONS AND RECOMMENDATIONS 

Conclusions 

60. The inconsistency in the results for the samples containing significant 
quantities of large grains indicates that the experimental apparatus used was not 
suitable for measurements on samples containing large particles. 

61. The experimental results for the Type A-l lunar soil simulant demon- 
strate a strong dependence of the effective thermal conductivity of a granular 
mineral material on temperature under a vacuum environment. 

62. The best fit curve through the experimental data points satisfies the 
equation: 

k   = 17. 8xl0-6   -   16. 5xlO-6/T   +   0.329xl0"12   T3 

e 

63. The radiative contribution to the effective thermal conductivity continues 
the trend reported by others of an increase in thermal conductivity as the particle 
size increases. 

64. The solid conduction contribution does not follow the trend of decreasing 
conductivity with increasing particle size.   This contribution appears to be more 
strongly influenced by the greater number of contact points and paths developed within 
a material possessing a wide range of particle sizes. 

65. The effective thermal conductivity for the Type A lunar soil simulant 
should not differ significantly from that reported for the Type A-l material. 

Recommendations 

66. It is recommended that work be continued using gradation fractions of 
the lunar soil simulant with more restricted grain size distributions.   This should 
be done to more precisely define the temperature dependence of thermal conduct- 
ivity and also the overall dependence on grain size.   The range of grain sizes 
chosen for investigation should be chosen so as to more fully define the radiative 
and solid conduction contributions to the effective thermal conductivity. 
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67.        It is further recommended that some means, such as an embedded 
thermocouple or Pirani vacuum gauge, be included in future experiments to 
monitor pressure within the simulant mass if some readings must be taken at 
roughing pressure to extend the temperature range considered.   This could 
possibly be done by embedding the vacuum gauge in a test container holding 
material identical to that whose thermal conductivity is being measured. 
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Table 1 

Thermal Conductivity in Vacuum 

LUNAR SOIL SIMULANT - TYPE A 

Thermal 

Heater Initial Range of Match Computed Conductivity 
K x 10"6 

watts/cm C 
Power Temp. Match Temp. T* Temp. 

(watts) Kelvin Kelvin °Celsius Kelvin 

0.42 377.5 386.0 
448.5 

37.0 414.5 59.3 

0.42 370.5 394.5 
456.4 

27.5 398.0 79.7 

0.42 295.5 313.5 
397.5 

56.0 351.5 39.2 

0.42 296.0 301.5 
394.5 

55.0 351.0 39.9 

0.42 237.0 242.0 
347.5 

71.0 308.0 30.9 

0.42 209.0 214.5 
308. 5 

96.0 305. 0 22.8 

0.42 240.5 258.0 
363.5 

57.0 297. 5 38.5 

0.42 213.5 228.5 
340.5 

70.0 283.5 31.3 

0.19 188.5 205.0 
222.0 

23.0 211. 5 45.1 

0.19 181.0 197.0 
220. 5 

25.0 206.0 39.7 

T* - See text paragraph 28 

NOTE:  See Figure 2 and paragraph 8 for Type A gradation. 
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Table 2 

Thermal Conductivity in Vacuum 

LUNAR SOIL SIMULANT - TYPE A-l 

Thermal 
Heater Initial Range of Match Computed Conductivity 
Power Temp. Match Temp. T* Temp. KxlO-6 

(watts) Kelvin Kelvin Celsius Kelvin watts/cm C 

0.42 392.5 442.5 
507.5 

50.0 442.5** 43.8 

0.45 378.0 380.0 
460.0 

52.0 430.0** 45.1 

0.42 383.5 401.5 
460.5 

42.0 425. 5** 52.2 

0.45 267.0 368.5 
440.5 

45.0 412.0** 52.5 

0.435 325.5 333.5 
406.0 

53.0 378. 5** 42.8 

0.435 318.5 327.5 
392.0 

46.0 364. 5** 49.3 

0.42 277.0 279.5 
376.0 

71.5 348.5** 30.6 

0.42 280.0 286.5 
374.0 

59.5 339.5 36.8 

0.435 243.5 248.5 
323.0 

74.0 317.5 30.6 

0.435 242.0 250.0 
338.5 

69.0 311.0 32.9 

0.42 200.0 213.0 
348.0 

110.0 310.0 19.9 
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Table 2(Cont'd.) 

T* - See text paragraph 28. 

** - These points were not used in the least squares fit of curve. 

NOTE:  See Figure 2 and paragraph 8 for Type A-l gradation. 

Thermal 

Heater Initial Bange of Match Computed Conductivity 

Power Temp. Match Temp. T* Temp. K x lO"6 

watts/cm C (watts) Kelvin Kelvin Celsius Kelvin 

0.42 209,0 219,0 
334,5 

96.0 305. 0 22.8 

0.42 224.0 225.5 
318.5 

77.5 301. 5 28.2 

0.42 199.0 210.5 
343. 0 

102.0 301.0 21.5 

0.42 202.0 213.5 
325.0 

95.0 297.0 23.0 

0.19 163.0 199.0 
273.5 

46.0 229.0 26.8 

0.19 192.0 211.0 
262.5 

37.0 229.0 21. 5 

0.105 177,0 205.5 
249. 0 

33.0 210.0 16.6 

0.105 186. 5 206.5 
250.5 

22.0 208. 5 24.9 
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Table 3 

Thermal Conductivity in Vacuum 

LUNAR SOIL SIMULANT - TYPE A-2 

Thermal 
Heater Initial Range of Match Computed Conductivity 
Power Temp. Match Temp. T* Temp. K x 10-6 

watts/cm C (watts) Kelvin Kelvin Celsius Kelvin 

0.42 299.0 332.5 
399.0 

40.0 339.0 54.8 

0.42 299.5 316.5 
371.5 

30.5 330.0 71.9 

0.20 294.0 309.5 
348.5 

20.8 314.8 50.2 

0.20 294.5 301.5 
330.0 

16.3 310.8 64.1 

0.30 245.5 221.5 
303.0 

50.5 296.0 32.0 

0.42 235.0 280.0 
376.0 

52.5 287.5 41.8 

0.42 235.5 261.5 
340.5 

44.0 279.5 49.8 

0.30 240.5 266.0 
330.0 

34.0 274.0 46.8 

0.30 244.0 258.5 
310.5 

27.5 271.5 56.9 

0.30 207.0 216.0 
276.5 

43.0 250.0 36.4 

0.30 200.5 221.5 
303. 5 

49.0 249.5 32.0 

0.42 164.5 230.5 
335.5 

53.0 227.5 41.4 

0.42 168.0 217.0 
300.0 

45.0 223.0 48.7 

T* - See text paragraph 28 NOTE: See Figure 2 and paragraph 8 
26 for Type A-2 gradation. i 



Table 4 

Thermal Conductivity in Vacuum 

LUNAR SOIL SIMULANT - TYPE A-3 

Heater 
Power 
(watts) 

Initial 
Temp. 
Kelvin 

Range of 
Match 

Kelvin 

Match 
Temp. T* 
Celsius 

Computed 
Temp. 
Kelvin 

Thermal 
Conductivity 

KxlOT6 

watts/cm C 

0.42 246.5 260.0 
312.5 

27.0 273. 5 81.2 

0.42 241.5 265.5 
314. 5 

20.0 271. 5 110.0 

0.42 204.0 223.0 
304.5 

30.0 234.0 73.1 

0.42 194. 5 232. 5 
285.5 

25.0 219.5 87.7 

0.42 167.0 209.0 
288.5 

36.0 204.0 62.7 

0.42 155.0 199.5 
257.0 

35.0 190.0 60.9 

T* - See text paragraph 28. 

NOTE:     See Figure 2 and paragraph 8 for Type A-3 gradation. 

27 



£> 
•i-J 

> 
•i-l 

F « •2 .3 +j  'O 
rt   ö 

■-*   o 

'S« 
«13 

IE 
in e x 
<D 

O    fH 
i—i 

■8 is 
H 'O    4J 

Ö      O 
O    CD 
O SB 
<« W 
°  o 
2   be 

is 
II 
en   rH 

+-> 
e 
o 
U 

ö 

§ 
O 

•I-I 

13 
.r-l T3 

'S s OS    Tj<    Iß 
Tf    O    ffl in © oo 

oo  rH m 
rf   O  O0 S   A  rH 00   rH   rH 

K o rH m rH N m t- rH    in    rH ©    rH    CO CM   ©   CM 

o O   O   rH rH   <-H   rH O   O    rH ©   ©    © ©   ©   CM 
1       1 

CO 

« 

0) 
> #°© 

+J •rJ    i-H 
O  —i >   X 

m CM $ 
oo © °° 

0)     Kl 

C
 o

nd
uc

ti
 

tt
/c

m
°C

) rH   CM   m oo  m oo in    CM    rH in   in    rH 

ot
al
 E

ff
 

T
h
er

m
 

CO   CD   00 rH   t>   CD CO   CD   00 rH   t-   CO 

O   CD   00 rH   rH   © O   CD  00 CO   t>   CM t-'   rH   ^ 
N N n NNO CM   CM   CO rH    rH    CM rH    rH 

H CO 

©_ 
© 

Ö    rH 

s 
■r-l 

•r-l 

T3 

O    X 
•I-I   ^-^ Tj<   N    ifl in oo co co oo  m ©   00    CO rH   00    © 

l°fl 
(C   ffi   H oo as t- co oo  o C-   CO    CD c- c-  c- 

N  00   H cn co oo (M   00    rH © CM m rH   in   CO 
CM rH CD m 

rH 
CM rH 

c5 O  S « 
£, 

co_ o 
Ö    rH 

Ö O   X 
o 

on
tr

ib
ut

i 
tt

/c
m

 C
) CO   CO   00 CM   rH   CO in t- oo rt*   rH   rH 

S
ol

id
 

! o
nd

uc
ti

 

t>   t-   t- 

t-   t-   t- 

CD   CM   O 

^   N   O) 

t-  t- c- 

t-   E-   C- 

C-   CO   CD 

CM   m   CD 

rH    rH    rH 

CO    CD    CO 
TH    rH    r-l rH   00 

1    1 
rH    rH    rH rH    rH    rH 

u Ü   gj 

0) 
fn 
3 

-JJ 

O   O    O o o o ©  o © ©    ©    © © © © 
O   O    O o o o © © © ©   ©    © © © © 

I 
CD 

IN   CO   rf IN   CO   Tf CM   CO   rH CM   CO   rH CM   CO   rH 

H 

3d CO    g O o © © © "9 On in m in CD co 
PQ Si  to co co co CO rH 

Q g rH rH rH rH rH 

3. 3. 3. *               —■» Mr                 -^ 

13 
•p-4 

© © © *    h   a. *         r<       3. 
i—c 

*       rH 

o 

II
* 

0-
14

 

*      rH 
a « t- S J> ■* 

CD 13 -a co 
CO    ?      1 
co   O  © 

13 T£ T 

§ S- 3^ r£ PQ CM  d- PQ CM ^ 

CD 
© 
© 
rH 
"»■^' 

c 
o 
e 

•»-I 

co 
T3 

i—I 9 
•p4 

fH rH 
<U 0 
+J 
crt CO 

S rC 
Ü 

rH 
1 

< 
(1) a 
ß 
H 

0» 

o 
«4H T3 

CO >, 
»-H +J 

CD 

T3 ■5: 
O -I-i 

S 
13 ■a 
o 0 

0 

rt •—1 

a d 
CU p 

jC H 
+-• (1) 
CO ^3 

§ H 
* * 

* 

28 



a.   High Vacuum Facility - Front View 

b.   High Vacuum Facility - Rear View 
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a. Photomicrograph of Type A-l Material - 
20X Nominal Ma emi fir. at inn 

■ 

b.   I 'hotomicrograph of Type A-l Material 
40X Nominal Magnification 
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APPENDIX A 

Analysis of Error Associated with Test Boundary Conditions 

68. Heat transfer from simulant to heat sink may have been significantly 
affected by the test container and its relation to the heat sink reservoir.   The 
typical set of temperature readings presented on Figure 6 shows that a uniform 
temperature field was improbable for any test.   The following analysis was 
completed in order to assess the effect of an initial temperature gradient on the 
determinations of thermal conductivity. 

69. According to Carslow and Jaeger (8) the governing equation for the 
change in temperature with time for an infinite medium containing distributed 
sources of heat is: 

~-= av2T+f (x,y,z,t) (4) 

where f (x, y, z, t) is the rate of heat production per unit volume.   The general 
case of the rate of heat generation not equal to zero consists of small finite 
regions of heat production bounded by regions of zero heat production.   This means 
that the solution of equation (4) consists of the sum of two simpler solutions, i. e., 
the solution caused by the initial conditions and the solution caused by the source. 

70. The continuous line heat source problem is a special case of the 
general equation when the heat generating function f (x, y, z, t) is confined to a line 
along one axis.   By symmetry, the rate of change of the temperature along that 
axis is zero, and the problem reduces to a continuous point source in the plane 
normal to the axis. 

71. Patterson (9) solved the general equation for the case of the heat dis- 
tribution caused by a point source.   The remainder of this discussion will center 
on the temperature distribution caused by the initial conditions.   In this way, the 
effect of the initial conditions on the subsequent temperature at some specified 
point, under the action of the source, can be determined. 

72. According to Carslow and Jaeger, the effect of the initial conditions 
alone is: 
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/ 2 /2 

w(x,y,Q   =   ■      .   -■    /-oo   J-oo^(x,y)    exp 4ort 
öx fly lö> 47rat 

where x1 and y   are variables of integration, and (x,y, t) is the point at which w 
is to be determined.   In order to apply this relationship to the problem of this 
report, it will be necessary to use the following coordinate system: 

»y 

-»  x 

in which it is desired to determine the temperature at A caused by a source at o 
and an initial temperature distribution <£(x, y).   Let the initial temperature 
distribution be linear in x and y as, 

<t>~ (a ■ + k. x) + (b   + k  y) 
o       1 o       ^ 

(6) 

where k   and k   are chosen to approximate the initial temperature distribution, and 
a   and b1 are arbitrary constants.   The function 0 represents the initial temperature 
measurea above the starting temperature. 

73.        The solution of the source free part of equation (4) involves the initial 
conditions, 

T = T (x,y, z,o) =0(x,y, z) (7) 

= <PX (x, y, z) + <P2 (x, y, z) (8) 

It can be shown, then, that the solution of the source free part is 

T = T, + T„ (9) 

where: 

Tx (x,y, z,o) =<^ (x,y, z) 
T2 (x,y, z,o).= 02 (x,y, z) 

Only the source free solution caused by a particular initial temperature need 
be considered.   For the experimental apparatus, it is approximately true (and 
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theoretically exactly true) that the initial temperature distribution along both 
the x and y axes is linear.   This fact was verified experimentally by inserting 
a set of probes at various locations within the simulant and observing the 
temperature states over the entire temperature range (See Figure 6). 

74.        The next step in analysis is to consider the contribution to the complete 
solution given by a source solution with zero initial temperature distribution. 
Using equation (5) to describe the source free state, and superposing a linear 
temperature distribution in the x direction only (from equation 6), the solution to 
the basic differential equation is: 

w(x y zt) = !_  j«    ;»     (b + K/)     exp   -(x-x7)2 + (y-yVdxV 

This reduces to: 

w =  -r^—      /So   hn    exP  ~(x~x >    dx   /-°S> exP    ~(Y-y ) dy + 47TO!t O 4at 4at (11) 

2  ,    /   fOO / /2      / Z /   c 00 / ' Z 
r00      -   exp       -(x-x, )   dx     J-ook0y        exp      -(y-y )   dy 

4rdt        J-oo 4o;t ^ ■ 4Q/t 

In order to evaluate equation (11), substitute for a fixed y and x the change of 
variables 

y - y' =   P (12) 

/ x - x   =-q 

Equation (11) then becomes: 

.2 
W= TToT '"»       GXP (" TST>   dq   '-»        exp(-^t-j    dp (13) 

joo exp       ( -_^_ )   dq ;_®   (y+p)      exp(_  P ) dp 

47rat        "°° 4at 4at 

Note that the second product in equation (13) vanishes when y = 0 because 
2 

P 
f oo p " ^^   dp   = o 
J-00 
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If the following substitutions are made in equation (13), 

the equation reduces to: 

2 

47TO!t      •'"GO ' '     J-00 v^v/        .   ~" "   V~/  V/ (15) w= ^ C e_/?  <4at)1/2 d/3 Ä,e~*VQ1/2<*+ (o) (y) 

where c is a constant. 

This equation is independent of t because the quantity (4at) cancels and t does 
not appear in the integral. 

75.        The development just presented shows that for an initial linear temper- 
ature distribution in the y direction, the temperature at a given point is caused by 
the initial temperature distribution and will remain constant for all times.   Hence, 
an initial linear temperature distribution has no effect on the computation of the 
thermal conductivity due to the impressed temperature changes due to a line source 
of heat.   Clearly, an initial temperature gradient in the x direction leads to the 
same conclusion.   It follows then that there is no uncertainty in results due to an 
initial linear temperature distribution. 
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APPENDIX B 

Analysis of Error Implied by Data Analysis Technique 

76.        The basic equation associated with the line heat source method states 
that heat liberated by a line source at the rate q per unit time per unit length 
into a surrounding material at a uniform zero temperature will produce a temper- 
ature T at time t at a distance r from the heat source according to the equation: 

T = 

or 

_Iq_ ; °° _£%u 
4?rk u v    ' 

r /4at 

Ei  -r?_ (17) 

Where: 

4ffk 4at 

Ei(x)     =  exponential integral of x 

r =   radial distance from line heat source (cm) 

k =  thermal conductivity of the media (cal/cm sec   c) 

o 
a -  thermal diffusivity (k/p   c) of the media (cal cc/g cm sec   c) 

The assumptions inherent in the equation are discussed in Paragraphs 25 through 
28. 

77.        Differentiation and rearrangement of the above equations result in 
the following equation which holds for an ideal line heat source at all times: 
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k    = 
tj 

dT\bl 
ll     dt h (18) 

where:   b = 
t 

\   ~ *1 

V l2   - *1 

t   and t   are any two different times 
JL £t 

q  =  quantity of heat, (cal/cm sec) 

t =  time, (sec) 

o 
T =  temperature, ( K) 

78. Analysis of the experimental results required fitting experimental 
data points with a polynomial   curve derived by a statistical technique based on 
the least squares method.   The fit obtained over a forty minute interval (with 
time as the independent variable) reduced to a parabola of the form: 

t"=c   +c      T + c3   T2 (19) 

Differentiation of this curve yielded the slope      dT       for use in equation (18). 
dt 

79. Assuming that the times are exact, the slopes 2Ü—    are a source 
dt 

of error.    For convenience, let    dT    equal <p.   By definition, the relative error in 
dt 

the slope <$> is d<j/# and in k is dk/k.   To find an expression for the relative errors 
in each of these quantities, it is necessary to take the natural logarithm of equation 
(18) and differentiate the resulting expression to obtain: 

dk =bx  [-^4    -bo ITTH (2°) 

80.        The errors d<£are due to both the curve fitting technique and the 
experimental error in temperature measurement.    Errors due to the curve fitting 
technique may be estimated by comparing the fit curve with the exact theoretical 
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curve expressed by equation (17).   This is done by assuming typical values 
for the constants,  r, k, a and q and computing an exact curve using equation (17). 
Points from this computation are then assumed to be experimental data points 
to which the statistical curve fitting technique applies.   If the resulting fit curve 
correlates with the exact curve within the estimated experimental error, or at 
least nearly so, then the approximating curve may be considered as a smooth curve 
exactly representing the data.   The errors in k and <pmay then be estimated by 
comparing the smoothed curve with the exact curve. 

81. The use of the theoretical curve was necessary to evaluate the error 
inherent in the curve fitting technique since there is no other standard with which 
to compare this method's accuracy.   The constants assumed for the calculation 
of the exact curve were: 

r  =  0. 2 cm 

a =  2. 5 x IGT 5  cm2/sec 

k =  7 x lO-6 cal/cm sec °C 

q  =  0. 007 cal/cm sec 

Evaluation of the exponential integral (equation 17) for these assumed constants 
yielded the set of points shown on Figure 9.   These points were then considered 
to be experimental data to which a curve was fit using the least squares method 
with the aid of an electronic digital computer.    The fit curve was the parabola 
satisfying the equation 

T   =-. 03546t2   +  4.356t   -7.467 (21) 

82. The amount of error associated with the least squares method requires 
the calculation (using equation 21) of the times corresponding to the exact curve 
temperatures.   Table B-l shows the direct comparison of these times with the 
times calculated using the exact equation (equation 17).   All thermocouple readings 
were completed within +0. 25 minutes of the time schedule.    From the table below, 
it is clear that the accuracy of the curve fitting technique is within the time accuracy 
of recording the observations.    Figure 9 shows how closely the exact and computed 
curves mesh.   The close correlation indicates that the computed curve may be 
considered to be exact. 
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Table B-l 

Comparison of Times for Exact and Fit Curves 

Temp 
°C 

32.75 

36.16 

40.06 

44.55 

49.76 

55.90 

63.20 

72.07 

83.10 

97.30 

116.54 

Time Temp 
from from 

Exact Curve 
min 

Fit Curve 
°C 

10.26 33.49 

11.11 36.55 

12.12 40.12 

13.33 44.30 

14.82 49.30 

16. 67 55. 29 

19.05 62.64 

22.22 71.81 

26. 67 83.48 

33.33 98.32 

44.45 116.09 

83.        The relative error in slope, d<p ,   requires the use of both the exact 

and the computed curves.   Differentiation of equation (17) yields: 

dT 
dt 17-=*   = < 47Tkt 

-) exp 
4a t 

(22) 

Differentiation of the fit curve (equation 21) yields 

dT   =.<f>  =   - .07092t + 4. 356 

dt 

(23) 
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The change in slope dc/> is the difference in calculated slopes of each curve 
for a given temperature.   The relative error is defined as that decimal 
obtained by dividing the difference in slope by the slope of the exact curve at 
the given point.   Table B-2 presents the relative error in slope over a typical 
computational interval of 15 minutes. 

Table B-2 

Relative Error in Slope 

Time 
Min 

Temp 
°C 

Slope 
Exact 
C/min 

3.40 

Slope 
Fit 

O     / 
C/mm 

3.29 

Relative 
Error in 

Slope 

15 50.94 0.0324 

16 54.27 3.27 3.22 0.0153 

17 57.44 3.16 3.15 0.0030 

20 66.18 2.85 2.94 0.0308 

25 79066 2.44 2.58 0.0588 

30 90.02 2.12 2.23 0.0514 

This indicates that the error associated with finding the slope of the fit rather 
than the exact curve is negligible. 

84.        Equation (20) defines the relative error in calculated thermal con- 
ductivity-^—. The error in k is greatly magnified if the time interval over which 
computations are made is too small.    This follows because the quantities b   and br 

(Equations 18 and 20) become large as the time interval decreases.    To help 
define an optimum time interval,  equation (20) was solved at two given slopes for 
a variety of time intervals.    Table B-3 summarizes these results.   Although the 
tabulated relative errors do not show a true minimum value, a greater time 
interval would introduce uncertainties into the applicability of the basic mathemat- 
ical model.    A time interval of 15 minutes implies a temperature range of 30    or 
less over which the thermal conductivity is assumed to be constant.    The results 
of this study show that the thermal conductivity is not constant over the temper- 
ature range investigated.    However,   the magnitude of change is not great enough 
to invalidate the assumption that the thermal conductivity remains constant over 
a temperature range of 30 C or less. 
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Table B-3 

Relative Error in Thermal Conductivity 

Time Range Time Interval Relative Error in 
Minutes Minutes Thermal Conductivity (k) 

15-16 1 0.2188 

15-20 5 0.2049 

15-25 10 0.1822 

15-30 15 0.1308 
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